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Abstract
Biometric Facial Authentication has become a widely

used mode of authentication in recent years, which can be

attributed to the ever-growing popularity of mobile devices.

With this growth in popularity, there is also a growth in

concern over privacy for biometrics. Along with the issue of

template revocability with biometric data, there is a need for

a system that can provide for these issues while remaining

easy to use and practical. BioCapsule is a system designed

to solve these issues. While BioCapsule has been tested for

its face authentication capabilities, this paper extends the

scheme to Active Authentication, where a user is continu-

ously authenticated throughout a session on a mobile device.

The MOBIO dataset is used for testing, which contains video

recordings of 150 individuals using mobile devices over sev-

eral sessions. We find that the BioCapsule system not only

performs comparably to the baseline system performance,

but in some cases exceeds baseline performance in terms of

False Acceptance Rate, False Rejection Rate, and Equal Error

Rate. We examine these findings to learn about both the na-

ture of the Active Authentication task and how BioCapsule
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interacts with this system.We also examine hyperparameters

such as time interval for sampling user facial features, and

window size, referring to how many past samples to average

over with the current sample to determine user authenticity.

With this, we determine BioCapsule to be a powerful and

practical addition to improve system security for face-based

Active Authentication systems.
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1 Introduction
In recent years, biometrics has proven to be a useful method

of authenticating users [6]. The reasons are three-fold. Sen-

sors capable of sampling biometrics are now in the hands of

many users as mobile devices and come in the form of cam-

eras, microphones, and touch screens. Biometrics are also

less obtrusive in a work environment, where there is less of

a burden on the user to remember a password or maintain

a physical token on their person. The final reason is the in-

troduction and proliferation of Deep Learning, which takes

away the need for system engineers to manually extract

important features from sampled biometrics and replaces it

with a statistically trained model that identifies key patterns

in the data [19], [16], [4].

https://orcid.org/XXXX-XXXX-XXXX
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While the main hindrances to the use of biometrics have

been addressed, new limitations have taken their place in

the form of user privacy and revocability. As more user de-

vices come with biometric sensors and most notably face

identification and recognition software pre-installed, some

have begun to push back against these systems due to fears

of societal implications [2], [11]. Another key issue is revoca-

bility. If biometric data is compromised, you cannot simply

change the biometrics as you might in password-based or

physical token-based system, as biometrics are drawn from

physiological details of an individual person. This makes

some biometric authentication schemes extremely rigid and

a risk to implement as a primary authentication method [14].

These are the issues that state-of-the-art biometric authenti-

cation systems aim to resolve.

This paper aims to apply a biometric authentication scheme,

called BioCapsule [12], [13], to the domain of facial recogni-

tion and authentication. More specifically, we measure the

performance of the scheme in the context of Active Authenti-

cation (AA), or continuously authenticating the user through-

out the user’s active use of a resource during a session. This

category of authentication provides increased security in

comparison to single authentication at the beginning of a

session, helping to defend against post-login attacks. This

paper also works to identify how the BioCapsule scheme

affects the feature embeddings of extracted facial features

during the authentication process.

2 Related Work
Much of the recent previous work done with regard to bio-

metric authentication focuses on the two concerns of pri-
vacy and revocability. The main categories of state-of-the-

art schemes that have emerged with regard to these issues

have been Biometric Cryptosystems (BCS) and Cancelable

Biometrics (CB). While these categories focus on securing

biometrics in a more general sense, some other schemes have

been developed that focus more specifically on Continuous

Authentication.

2.1 Biometric Cryptosystems and Cancelable
Biometrics

BCS schemes generate keys from sampled biometrics [18],

[10]. These generated keys can then be used to authenticate

the user into the system. CB schemes attempt to apply a set

of transformations to given biometric features in a secure

manner [15]. However, there remain concerns with these

schemes. BCS schemes are brittle, generating wildly different

keys from only minor changes in sampled biometrics and

requiring a stabilizing mechanism to be usable [18], [7]. CB

schemes are susceptible to the same problems, while also

having issues where the user’s biometrics can be recovered

from the original template. Additionally these schemes can

reduce system performance [18], [7].

Another glaring issue comes down to the method of imple-

menting these schemes. The schemes often rely on the entire

system being designed with the scheme in mind from the

start. This is an unattractive prospect for system designers

as it may require recreating their existing system from the

ground up, resulting in less flexibility and more effort when

implementing these systems.

2.2 Continuous Authentication
Several schemes have been developed to handle multi-modal

biometric authentication for continuous authentication. These

systems may use a blend of multiple biometrics, such as face

and voice recognition, as well as gyroscopic information or

screen touch patterns [9], [3]. However, these schemes can

put excessive strain on the device’s battery due to the pro-

cessing power needed. The demand of these schemes can be

lessened by widening the time intervals between authentica-

tion checks. However, this comes with the risk of allowing

for an attacker to access sensitive information in the event

of a post-login attack.

In 2023, Keykhaie and Pierre [8] propose a face-based con-

tinuous authentication system using SIM/eSIM technology

to protect biometric templates. Their proposed system uses

a combination of modern deep learning face preprocessing

and feature extraction models. To fit the biometric templates

and authentication process onto the small footprint of a SIM

card, their system performs a process called quantization.

The preprocessing and feature extraction steps are done on

the mobile device, with the authentication check happen-

ing on the SIM card. However, quantizing the model has

measurable effects on the performance of the system.

3 Overview of BioCapsule Scheme
The BioCapsule scheme is designed to solve the current is-

sues of privacy and revocability, while also maintaining a

simplistic and easy to implement structure that is provably

secure [17], [12], [? ]. BioCapsule can be broken down into 3

main steps, performed during enrollment and at authentica-

tion time: signature extraction, key generation, and secure

fusion.

Before biocapsule can begin, wemust have a feature vector

representing the user’s biometrics. This feature vector must

be of constant length, but this input length can be adjusted

throughout the system to account for different types of bio-

metric features. We must also have features from another

subject, called the reference subject (RS). The biometrics

generated from this subject is extracted in the same way

as the user and will be fused with the user’s in order to

provide privacy and revocability for the user. Later, if the

generated biocapsules are compromised, the authentication

system administrator can ’revoke’ the biocapsule, or replace

the current biocapsules for a user with new ones using a

new RS.
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After obtaining a user’s feature vector, we begin signature

extraction. This process involves taking a feature vector and

reshaping it to be two dimensional (a matrix). The elements

of each row of the matrix get averaged into a single value

and are then rescaled, resulting in a signature vector. This

process is one-way, as there are no single set of elements

that can result in any final element in the signature vector -

there are multiple possible solutions to the averaged result

per row [17].

The next step is key generation. The subject’s signature

vector generated from signature extraction is used to gener-

ate keys using a pseudo-random number generator (PRNG).

A PRNG is seeded with an element from the signature vec-

tor, and is then used to generate an array of new numbers

with the given seed. This is repeated for every element of

the signature vector. This will result in a matrix of the same

shape as the reshaped input features from the signature ex-

traction step. The matrix is then reshaped back into a vector,

resulting in the same exact shape and size as the original

input feature vector, but with psuedo-randomly generated

numbers. These elements are them binarized, with positive

elements set to 1 and negative elements set to -1. This vector

with the same shape and size as the input feature vector is

refered to as the key.

This process of signature extraction and key generation

is repeated for both the user and the RS selected for the user.

To perform the final step referred to as fusion, a user’s input

feature vector is element-wise multiplied with the RS’s gen-

erated key, and the RS’s input feature vector is element-wise

multiplied with the user’s generated key. The two output

vectors are then element-wise added together, resulting in a

biocapsule generated for the given user with their assigned

RS.

There are several benefits to this approach. All of the steps

(signature extraction, key generation, and secure fusion) are

one-way - either the result from the step could have multi-

ple possible inputs, meaning there is no single solution for

any given result, or some information is transformed in a

way that requires more information than the result itself to

recover the input [17]. This approach is also simpler to use,

as it can be easily modified for different types of biometrics.

While this paper looks at continuous face authentication,

the scheme is designed to be applied to any type of fea-

tures extracted from a user that can be expressed as a vector.

Changing vector length is a matter of changing parameters

of the biocapsule process. Signature extraction can be modi-

fied to address the type of data being authenticated. Since

the BioCapsule scheme generates feature vectors of the same

size and shape as the input, the system can be added into

existing systems with little modification and retraining.

4 Continuous Authentication System
Figure 1 shows an example continuous authentication sys-

tem, and the basis for testing in this paper. From a high level,

the system begins when it is signaled to continuously au-

thenticating a specific user. The system then captures an

image from the device’s camera. This image gets passed to

the preprocessing step, which finds any faces in the image

and generates a cropped frame for each detected face. If

there are no detected faces, the process ends here and the

system locks the screen. If multiple faces are detected, the

center most face is selected for the authentication decision.

The cropped frame of the detected face is then passed to the

feature extractor, which generates a vector representing the

face in euclidean space; the feature vector. The next step is to

apply biocapsule if applicable, then pass the generated bio-

capsule to the binary classifier for the authentication step. If

biocapsule is not used, then the raw feature vector is passed

to the binary classifier. The binary classifier generates a prob-

ability for whether the cropped face should be authenticated.

If the generated probability is above a certain threshold, then

the authentication system waits idly for a set amount of time

before repeating the process from the image capturing step.

If the classifier’s generated probability is below a certain

threshold, the the screen is locked. There can also be an addi-

tional step after generating a probability, where probability

of the last 𝑛 frames are stored to be averaged over using a

given averaging method.

Figure 1. The continuous authentication system used as the

basis for testing. The red rectangle represents the biocapsule

process, which the system is tested with and without. The

yellow rectangle represents the binary classifier, which is

affected by whether or not biocapsule is used. The rest of

the system does not directly rely upon biocapsule, and so

does not need to be adjusted when adding biocapsule into

the system.

For enrollment, the binary classifier is the only system

that needs to be trained. A set of positive authentication sam-

ples are collected from the subject the classifier is trained

for, along with samples from other subjects to be negative

samples. These positive and negative samples are passed
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through the preprocessing and feature extraction steps, re-

sulting in the feature vectors to be given to the binary classi-

fier for training. If biocapsule is used, then a RS is also passed

through the preprocessing and feature extraction steps to

create its own feature vector. With a subject’s feature vector

and a RS’s feature vector, the biocapsule generation process

can be completed. If biocapsule is not used, the system will

simply use the positive and negative samples generated from

feeding images through the preprocessing and the feature

extraction steps.

Since the authentication decision is based on a threshold,

the enrollment process which trains the classifier also tunes

the threshold used for distinguishing between a positive

authentication and a negative authentication. A fraction of

the training data is used for threshold tuning, where the

system aims to tune the threshold to maximize or minimize

a certain target metric.

For testing purposes, the lock screen is ignored. The proba-

bilities and authentication decision are recorded. Testing also

does not capture from an actual camera, and instead pulls

from a preprocessed dataset for continuous authentication.

The following subsections describe the dataset used for

testing, as well as gives details about the preprocessing, fea-

ture extraction, biocapsule, window averaging, and wait time

steps in the system.

4.1 Preprocessing
The preprocessing step is the first step in the continuous

authentication process. Here, preprocessing refers to taking

a raw input image and finding all of the faces that are in

the image. At this stage the system is not concerned with

the identity of the faces, only with finding all faces within a

given image. The preprocessing step also detects key points

with respect to all of the faces, finding both eyes, the nose,

and the left and right corners of the mouth. The model used

to perform preprocessing in the system is MTCNN [19].

Since MTCNN will generate cropped faces for each face

found in the image, we need to decide what to do when

there’s multiple faces or no faces at all. If there are no faces,

the authentication process ends here and the system should

lock the device. If there are multiple faces, the authentication

system selects the center-most face, making the assumption

that the user of the device is the most likely to be centered

in the sampled image. A less strict system may wish to leave

the screen unlocked if no faces are detected, and a stricter

system may wish to lock the screen if more than one face is

detected.

4.2 Feature Extraction
The feature extraction process is the second step in the AA

process. This step takes the input of the previous step, pre-

processing, and generates feature vectors from the input

images. These features can then be used for the authentica-

tion decision. The feature vectors generated should contain

important features from the cropped face image given, with

similar feature vectors generated for the same face, but differ-

ent feature vectors generated for different faces. The feature

extraction step uses one of two state-of-the-art face feature

extraction models: FaceNet [16] and ArcFace [4]. Testing

results with each feature extraction model are given in the

Experiments section.

4.3 BioCapsule Generation
The next step in the process is to generate a biocapsule

using the biocapsule scheme, as described in the section

Overview of BioCapsule. If using the baseline system ar-

chitecture, this biocapsule step can be skipped. The feature

vector generated from the feature extraction step can be di-

rectly passed to the binary classifier for either enrollment

training or AA if the classifier is already trained. If the bio-

capsule scheme is used, then a RS is needed to generate

resulting biocapsules. As described in [17], [12], [? ], a single
RS can be used with all enrolled users, or a new RS can be

selected for each user. During testing, faces from the Labeled

Faces in the Wild (LFW) [5] dataset are used as RSs.

4.4 Binary Classifier
The binary classifier is the next step in the process, in charge

of generating a probability for a given sample. During the

enrollment process, the classifier is trained on feature vec-

tors from the feature extraction process. If biocapsule is used,

then the classifier is trained on the generated biocapsules in-

stead. Positive samples refer to feature vectors or biocapsules

generated for the positive subject. Negative samples refer

to feature vectors or biocapsules generated from all other

subject samples used in training, in a one-vs-all method.

Also during enrollment, a fraction of the samples are used

for threshold tuning. The threshold tuning finds a threshold

that maximizes or minimizes the system’s performance with

respect to the samples given, targeting a performance metric.

4.5 Window Averaging
The next step is an additional step used to potentially im-

prove the performance of the overall system, balancing intru-

siveness with security. Window averaging refers to taking

the past 𝑛 probabilities generated by the classifier and av-

eraging them using a selected averaging algorithm. This

averaged score is then used for the authentication decision

rather than a single probability generated from the currently

sampled features.

With a bigger window size, a single sampled frame has

a fraction of the influence over the overall authentication

decision made. If there is a single bad frame, such as when a

user turns away from their camera for a moment, averaging

the score over many past probabilities may keep the authen-

tication system from locking the screen unnecessarily. But

this comes with significant security risks, as a post-login
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attacker may have access to the device for longer before the

system denies access.

4.6 Authentication Decision
The final stop in the AA process is the authentication deci-

sion, using the tuned threshold. If the generated probability

from the classifier is less than a threshold value, the frame is

considered to have failed the authentication challenge and

the system is locked. If the probability is above the thresh-

old, then the user has passed the authentication challenge

and the system does nothing. As long as the user passes the

authentication check, the user will not be bothered.

Here, the authentication system is set to idle until it is

time to authenticate the user again. While one could set the

system to run as fast as the camera can capture frames, this

may result in a system that constantly denies the user access

to the device for natural motions that move the face out of

frame or in an unrecognizable orientation (ex. stretching,

leaning over, looking away from the camera, rubbing one’s

face, etc.). To combat this, the system will only authenti-

cate at a specified rate of time, selected to strike a balance

between obtrusiveness and security. Similar to window av-

eraging, the longer the time between authentications, the

more likely an attacker can gain access to the system for

long enough to a security breach. While a shorter time be-

tween authentications provides stronger security, constant

authentications can result in an obtrusive system, resulting

in lower productivity for the user.

From here, the system begins again, continuously authen-

ticating the user by repeating the above steps. The system

stops when the authentication check is failed or the system

is no longer required.

5 Experiment
The following subsections describe notable experiment setup

details and the results found during testing. The tests aim to

answer the following questions: (1) Does the plain system

perform reasonably during AA? and (2) Does the system

with BioCapsule applied perform comparably during AA?

Code for the replicating this experiment can be found at

https://github.com/Edwin-Sanchez2003/BioCapsule.

5.1 The MOBIO Dataset
The MOBIO dataset is a dataset designed for bi-modal con-

tinuous authentication. The dataset [9] includes videos of

150 different subjects over a 2-year time span. The videos

were taken in 5 different countries and 6 different locations

in total. The devices used in this dataset for recording were

a 2008 MacBook and a Nokia phone. There were 12 sessions

recorded in total. The first session was recorded on both

laptop and phone. The remaining 11 sessions were recorded

on phone only. Each session has 21 videos, where a subject

speaks directly into the camera of the mobile device or lap-

top, reading from a prompt given to the subject. The tests

in this paper ignore the audio data and focus solely on the

videos.

Figure 2. Sample images of subjects from the MOBIO

dataset.

For our purposes, we attempt to mimic the testing setup

in [8] with the MOBIO dataset. The first session of each sub-

ject is reserved for training each subject’s respective binary

classifier. The remaining sessions are used for testing. To run

a test on a single subject, the single subject’s sessions are

regarded as positive samples, while the remaining subject’s

sessions are used as negative samples. Testing was done with

two different settings with respect to the MOBIO dataset:

single platform and cross platform. Single platform refers to

training on samples extracted from the same device as test-

ing is run on. This simulates the scenario where the classifier

is trained using the same camera that is used during AA.

Cross platform refers to training on samples extracted us-

ing a different camera during training than the camera used

during AA. This simulates the scenario where a user’s data

is sampled for training the system using a different camera

than what the user would normally use for AA.

Subjects f-210 and f-218 were removed due to an insuffi-

cient number of sessions. The former has only the laptop

session, while the latter has all session but the laptop session.

5.2 Metrics
The metrics used for testing are False Acceptance Rate (FAR)

(equation 1), False Rejection Rate (FRR) (equation2), and

Equal Error Rate (EER). FAR is a ratio measuring the number

of false positives (a person passes the authentication check

who should not have) that were let in by the system with

respect to the total number of negative samples tested. The

total negative samples are expressed in the equation as 𝐹𝑃 +
𝑇𝑁 . FRR is a ratio measuring the number of false negatives

(a person who does not pass the authentication check but

should have) that the system failed to let in with respect

to the total number of positive samples tested. The total

positive samples are expressed in the equation as 𝐹𝑁 +𝑇𝑃 .
The EER represents where these two metrics are equal in a

system. This can be found by generating the probabilities

for a set of data samples, then sliding the threshold to where

these two rates are equal.

𝐹𝐴𝑅(%) = (𝐹𝑃/(𝐹𝑃 +𝑇𝑁 )) ∗ 100 (1)

https://github.com/Edwin-Sanchez2003/BioCapsule
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𝐹𝑅𝑅(%) = (𝐹𝑁 /(𝐹𝑁 +𝑇𝑃)) ∗ 100 (2)

These metrics allow us to measure the systems perfor-

mance with respect to the questions "What rate does the

system allow unauthorized users in?" (FAR) and "What rate

does the system keep authorized users out?" (FRR). The lower

the FAR and FRR scores, the better the system performance.

EER is a way to find the most optimistic performance of the

model when deployed in the wild.

5.3 Results
Table 1 shows the performance of the system with and with-

out BioCapsule applied, as well as with different feature

extraction models, RS settings, and single vs. cross platform

training and testing. Across the board, cross platform EER

performance is worse when compared to their single plat-

form counterparts. This can be attributed to the classifier

fitting to the camera’s image quality on one device during

training, and then under-performing when being showed

samples from another camera’s images. When comparing No
BC settings to BC with Single RS, we see performance slight

performance degradation, although with still comparable

performance. The degradation can be attributed to the Bio-

Capsule process losing some information when the fusion

process happens, as the BioCapsule scheme takes in two

feature vectors of equal length and outputs one. Addition-

ally, with single RS, the transformations applied to the user’s

features are the same, resulting in lower inter-class separa-

tion as the RS features are weighted equally with the user’s

[17]. As seen with the results using ArcFace for the feature

extractor, the performance degradation is negligible. Table

2 shows the performance of the system when compared to

the SIM card based systems designed in [8], further proving

the system’s effectiveness when compared to other template

security systems.

Surprisingly we see that the performance of systems set

with Multi RS outperform both Single RS systems and the

No BC baseline systems. This, again, can be attributed to

BioCapsule’s fusion process. While using a single RS has the

effect of reducing inter-class variation by fusing every sub-

ject with the same RS, multi RS has the opposite affect as each

new reference subjects applies different transformations on

the user’s feature vector, increasing inter-class variation. In

data with low inter-class variation, BioCapsule can artifi-

cially increase inter-class variation by selecting diverse RSs

for each user, as the variation in RS will be reflected in the

output biocapsule. Figure 5 demonstrates this phenominon

images of similar looking people from the VGG2 dataset [1].

Figure 5 also shows that BioCapsule also reduces the intra-

class variation of the generated feature vectors compared to

the original feature vectors. This again due to the RS apply-

ing a constant transformation on the input feature vectors,

smoothing out high variation in input images.

Model
Type

BC RS Platform FAR (%) FRR (%) EER (Test) (%)

ArcFace

No BC N/A

Single 0.419 0.873 0.010

Single 0.527 0.865 0.020

BC

Single

Single 0.440 0.892 0.021

Multi 0.361 0.920 0.031

Multi

Single 0.458 0.854 0.007

Multi 0.587 0.862 0.013

FaceNet

No BC N/A

Single 0.393 6.349 0.863

Multi 0.396 9.521 1.332

BC

Single

Single 0.365 13.106 1.960

Multi 0.423 17.902 2.549

Multi

Single 0.488 1.140 0.086

Multi 0.532 1.715 0.180

Table 1. The performance of the system with different set-

tings, where each score represents the mean performance of

the system averaged across all subjects in MOBIO. Test EER

is found by using the probabilities predicted on the test set

and moving the threshold for authentication to where the

FAR and FRR scores are equal +=0.01%

When comparing the baseline feature vectors (the top two

graphs of figure 5) with both feature vectors generated using

BC with both single and multi RS (the bottom four graphs),

we see that the clusters for each person end up in a new

location in the space, implying that BC performed some sort

of transformation on the images, as expected. However, we

can also see the clusters tighten when biocapsule is applied

in both the single and multi RS variations (lower intra-class

variation). We can further see that multi RS further separates

clusters (higher inter-class variation) while single RS brings

them closer together (lower inter-class variation).

Figure 3. Use new table

6 Future Work
While we have struck at the main question of how viable

biocapsule is in the domain of AA with a realistic application

of the system, there are more questions that need to be an-

swered. While the MOBIO dataset provides a useful baseline

for comparing systems, it lacks the real-world issues that

may be found when deploying this system in the wild. Most

subjects remain within the camera’s field of view, whereas
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Site Architecture No BC | Single/Multi RS BC Alg. Single Platform Cross Platform

BUT

CA-

MMOC

No

BC

L-SVM 0.1(0.4) 0.2(0.4)

LDA 0.3(0.4) 3.5(3.1)

LR 0.1(0.4) 0.2(0.4)

F-

MMOC

L1 0.1(0.2) 0.1(0.2)

L2 0.1(0.1) 0.1(0.1)

L_inf 0.8(1.6) 0.9(1.0)

D-CSLDA CSLDA 13.5(4.2) 21.9(5.2)

ArcFace

Single RS-BC

LR

0.0000876(0.00495) 0.00219(0.0105)

Multi RS-BC 0.0(0.0) 0.0 (0.0)

FaceNet

Single RS-BC 1.63(1.42) 2.32(2.33)

Multi RS-BC 0.136(0.748) 0.195(0.713)

IDIAP

CA-

MMOC

No

BC

L-SVM 0.0(0.0) 0.5(0.8)

LDA 0.2(0.2) 11.5(12.3)

LR 0.0(0.0) 0.3(0.4)

F-

MMOC

L1 0.1(0.1) 2.6(9.1)

L2 0.1(0.1) 2.4(8.9)

L_inf 0.2(0.1) 2.8(2.1)

D-CSLDA CSLDA 12.8(6.2) 27.1(10.2)

ArcFace

Single RS-BC

LR

0.0(0.0) 0.00451(0.0230)

Multi RS-BC 0.0(0.0) 0.0 (0.0)

FaceNet

Single RS-BC 1.18(1.71) 1.78(2.68)

Multi RS-BC 0.00161(0.00531) 0.0372(0.120)

LIA

CA-

MMOC

No

BC

L-SVM 1.4(4.2) 1.5(3.2)

LDA 1.6(3.0) 2.1(3.2)

LR 1.4(3.8) 1.5(3.0)

F-

MMOC

L1 1.2(2.5) 1.3(2.3)

L2 1.1(3.0) 1.2(2.9)

L_inf 1.3(2.6) 1.4(2.6)

D-CSLDA CSLDA 19.1(8.2) 24.7(8.7)

ArcFace

Single RS-BC

LR

0.0819(0.293) 0.137(0.501)

Multi RS-BC 0.0335(0.151) 0.0600 (0.218)

FaceNet

Single RS-BC 2.66(3.15) 2.49(2.27)

Multi RS-BC 0.103(0.322) 0.128(0.388)

UMAN

CA-

MMOC

No

BC

L-SVM 0.1(0.1) 1.1(0.2)

LDA 0.4(0.4) 3.0(2.7)

LR 0.1(0.1) 0.1(0.2)

F-

MMOC

L1 0.1(0.2) 0.1(0.1)

L2 0.1(0.1) 0.1(0.1)

L_inf 0.7(1.3) 1.1(1.1)

D-CSLDA CSLDA 16.1(4.6) 23.1(10.2)

ArcFace

Single RS-BC

LR

0.0295(0.116) 0.00297(0.0391)

Multi RS-BC 0.0(0.0) 0.0 (0.0)

FaceNet

Single RS-BC 2.64(4.43) 3.63(6.64)

Multi RS-BC 0.147(0.614) 0.404(1.754)

UNIS

CA-

MMOC

No

BC

L-SVM 0.1(0.2) 0.1(0.2)

LDA 0.4(0.4) 0.3(0.4)

LR 0.1(0.2) 0.1(0.2)

F-

MMOC

L1 0.3(0.3) 0.5(0.8)

L2 0.2(0.2) 0.4(0.7)

L_inf 0.7(1.1) 1.0(1.1)

D-CSLDA CSLDA 15.1(7.1) 21.0(8.4)

ArcFace

Single RS-BC

LR

0.000242(0.00116) 0.000606(0.00291)

Multi RS-BC 0.0(0.0) 0.0 (0.0)

FaceNet

Single RS-BC 1.56(3.16) 1.66(2.81)

Multi RS-BC 0.0352(0.125) 0.0844(0.337)

UOULU

CA-

MMOC

No

BC

L-SVM 0.1(0.1) 0.8(0.6)

LDA 0.6(0.4) 9.3(6.5)

LR 0.1(0.1) 0.5(0.9)

F-

MMOC

L1 0.2(0.1) 7.3(11.1)

L2 0.1(0.1) 6.8(13.1)

L_inf 0.8(1.6) 0.9(1.0)

D-CSLDA CSLDA 13.5(4.2) 21.9(5.2)

ArcFace

Single RS-BC

LR

0.0000876(0.00495) 0.00219(0.0105)

Multi RS-BC 0.0(0.0) 0.0 (0.0)

FaceNet

Single RS-BC 1.63(1.42) 2.32(2.33)

Multi RS-BC 0.136(0.748) 0.195(0.713)

Table 2. The performance of the systems designed in [8]

compared to ours (BioCapsule schemes). The table shows

the performance of the system with respect to subjects at

each of the 6 MOBIO locations [9]

.

in the real world a subject may have a variety of movements

that momentarily put the user’s face out of frame or hide the

user’s face from the camera. Also, more variety in environ-

ments and longer videos are needed to test the robustness

of these systems.

7 Conclusion
Biometrics has grown to play an important role in user au-

thentication in recent years, due to the rise of mobile devices.

And with this, there is a need for better security around these

mobile devices. Active authentication is one way to provide

a stronger layer of security. While this works well on its

own, continuous authentication using biometrics does not

address the privacy concerns of today’s users, nor does it

Figure 4. Use new Table

deal with the problem of template revocability that hinders

the proliferation of biometric authentication.

Biocapsule can solve these issues, while remaining secure

and preserving the representational power of the underly-

ing system. Our tests find that biocapsule can be applied

to continuous face authentication systems and can perform

comparably to these systems, while providing more security

benefits for the system and users.
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Figure 5.A figure visualizing feature vectors generated from

face images, using FaceNet and ArcFace. Feature vectors are

reduced from 512 dimensions to 2 for visualization purposes.

Each dot corresponds to an image from one of the six people

above, with each person distinguished by a different color.
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